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#### Abstract

Signals with an underlying irregular geometric structure are prevalent in modern applications and are often well-represented using graphs. The field of graph signal processing has emerged to accommodate such signals' analysis, processing, and interpolation. In this paper, we address the latter, where signal samples are given only on a subset of graph nodes, and the goal is to estimate the graph signal on the remaining nodes. In addition, we consider a related extrapolation task in which new graph nodes that were not part of the original graph are added, and the goal is to estimate the graph signal on those nodes as well. We present a new approach for both the interpolation and extrapolation tasks, which is based on modeling the graph nodes as samples from a continuous manifold with a Gaussian mixture distribution and the graph signal as samples of a continuous function in a reproducing kernel Hilbert space. This model allows us to propose an interpolation and extrapolation algorithm that utilizes the closed-form expressions of the Gaussian kernel eigenfunctions. We test our algorithm on synthetic and real-world signals and compare it to existing methods. We demonstrate superior or on-par accuracy results achieved in significantly shorter run times.


## 1. Introduction

### 1.1. Graph signal processing overview

Classical Digital Signal Processing (DSP) based on Fourier analysis has been the pillar framework for processing digital signals in numerous fields for the last decades. Communication systems, RADAR applications, and medical imaging are just a handful of examples of DSP's vast influence. The signals in these fields are prototypically sampled from uniform, regular grids, e.g., linear or spherical sensor arrays, where the classical DSP tools naturally apply. However, signals in various other fields describing biological connections, transportation systems, and sensor networks often do not follow a similar grid structure but rather have an irregular network structure. Therefore, classical DSP tools cannot be applied to these signals as is. Recently, the emerging field of Graph Signal Processing (GSP) [1,2] promoted the representation of irregular structures of networks using graphs [3], where the network elements are defined as the graph nodes and their mutual relationships by the graph edges. By associating the signal coordinates to the graph's nodes, an object termed graph signal is defined. To process and analyze these graph signals, classical DSP tools, such as filtering, denoising, and the Fourier and Wavelet transforms, have been extended to signals defined over graphs. These extensions have opened the door to various
transformative applications, such as the prediction of protein-to-protein interactions in biological networks [4], analysis of traffic congestion in transportation systems [5], and power grid load monitoring [6], to name just a few. Furthermore, these GSP developments facilitated the emergence of geometric deep learning [7].

### 1.2. Graph signal interpolation and extrapolation

In this work, we focus on two of the most prominent tasks in the field of GSP: graph signal interpolation and graph signal extrapolation. In the first task, only a subset of the graph signal values is given, and the goal is to estimate the graph signal on the remaining set of nodes. For instance, consider the problem of estimating the received power of a Radio Frequency (RF) signal in a vast variable topographic terrain based on measurements from only a handful of scattered sensors. The geographic landscape and the sensor network constellation can be described using a graph as follows. Each graph node is attributed to a set of features of a point in the terrain, e.g., its $x, y, z$ coordinates. The graph edges represent some notion of affinity between the terrain points' features. Accordingly, the graph signal is defined on the graph nodes as the received signal power in each point, which is known only on the nodes corresponding to the sensor network. Estimating the

[^0]received signal power over the entire terrain can then be recast as a task of graph signal interpolation. We will address this application in our work, yet, there exist various other applications of graph signal interpolation in the literature. For instance, matrix completion for recommendation systems [8,9], temperature recovery [10] and power restoration in energy harvesting sensor networks [11].

In the second task, graph signal extrapolation, the graph structure is expanded beyond the given set of nodes and edges, and the goal is to estimate the graph signal values of those newly introduced nodes. Unlike the interpolation task, the nodal information and connectivity of the joining nodes are not given in advance. The extrapolating function should infer the graph signal values of the joining nodes based on the original graph signal and graph structure alone, in an online fashion, without a change of parameters. For instance, following the RF signal power estimation example, expanding the terrain with new points and estimating the signal power on them can be recast as a graph signal extrapolation problem.

### 1.3. Literature review

Previous methods that address graph signal interpolation can be roughly divided into two categories: methods that learn the graph topology jointly with the interpolation procedure (e.g., [12,13]) and methods that assume some a-priori known graph topology. We focus on the latter. In some works (e.g., $[14,15]$ ), the interpolation procedure highly depends on the sampling process of the graph signal, namely, the subset of nodes on which the graph signal is known. In these works, the proposed interpolating algorithms might be irrelevant if the subset is given at random. Conversely, other works consider the case of an arbitrary subset of available values from which the graph signal is interpolated and can therefore be more robust. For instance, $[16,17]$ utilize Diffusion maps [18] for the interpolation procedure, where [16] also combines the Nyström method [19] in the interpolation process. The work in [9] relies on the eigenvectors of the graph Laplacian matrix to impose smoothness on the interpolated graph signal. The work in [20] employs a variational spline in Paley-Wiener space as the model for the interpolating function [21], while utilizing Green's function of the regularized Laplacian. In a recent line of work, e.g., [2224], the interpolation is performed in a Reproducing Kernel Hilbert Space (RKHS) [25-28]. In [22,23], the Representer theorem [29] is used, and in [24], a basis for the RKHS termed "graph basis functions" is defined. For a comprehensive review of graph signal interpolation methods, see [30].

The extrapolation problem is also discussed in the literature, however not always addressed together with an accompanying interpolation procedure. In [31,32], for instance, the authors suggest schemes where the connectivity of the newly introduced nodes is learned from data. In [31], the authors apply kernel regression over graphs to obtain the extrapolated graph signal. The method accounts for the possibility of the extrapolated graph signal being generated by a different physical phenomenon than the given measurements. In [33], the authors use a directed graph from which Diffusion maps embeddings are obtained. Then, the authors apply the Nyström method to achieve the extrapolated graph signal. In [34] the authors follow the work of [31], but approximate the kernel using Random Fourier Features (RFF) [35]. While all the aforementioned works present extrapolation schemes, the designed models are discrete. Moreover, neither provides an interpolation procedure to accommodate missing graph signal values.

Nevertheless, various other works suggest an extrapolation procedure accompanied by an interpolation method that indeed accommodates such missing graph signal values. For example, in [36], the authors perform matrix completion (i.e., interpolation) and extrapolation in an RKHS composed from the Kronecker product of the matrix rows RKHS and matrix columns RKHS. For instance, in a user-movie rating matrix completion and extrapolation task, the function space
over the users would be the rows RKHS, and the function space over the movies would be along the columns. The work in [37] also utilizes an RKHS model to interpolate and extrapolate graph signals. The authors suggest a privacy-aware method that relies on RFF with various kernels while utilizing an online Multi Kernel Learning (MKL) framework to obtain the interpolated and extrapolated graph signals. While these works provide both interpolation and extrapolation procedures, they assume the graph affinities are known in advance. Moreover, neither suggests a continuous domain approach nor a parametric model for the graph nodes' distribution.

### 1.4. Motivation

In order to capture the underlying geometric structure of data and incorporate it into interpolation and extrapolation schemes, various works in the GSP literature utilize a kernel in an RKHS. The construction of the kernel varies across methods and applications and depends on whether or not the affinities in the data are naturally defined.

When the affinities of the graph are given, or naturally arise from the problem at hand, the kernel can be constructed as a function of the known affinities (e.g., [22-24,31,34,36,37]). For instance, in [22,23] the kernel is constructed as a function of the Laplacian, and in [37] the kernel is constructed as a function of the adjacency matrix. In [24], the connectivity is captured by translations of a graph basis function, where the translations are inferred from the Laplacian eigenvectors. For translations on graphs see e.g. [1].

Conversely, in many applications, geometric structure exists in the data but is not immediately apparent. A common assumption in these cases, termed the manifold assumption, is to assume that the data lies on a low dimensional manifold [38-40]. A natural way to approximate the manifold is by constructing a graph using a kernel function [1]. For instance, in the sensors network presented in Section 1.2, it is possible to reveal the underlying geometric structure by constructing a graph where each node describes a sensor. Some properties of the sensors can be aggregated into a feature vector for each sensor (such as its $x, y, z$ coordinates or line of sight existence), and then incorporate the feature vectors into a kernel function. The adjacency matrix of the graph can then be constructed from the kernel function.

All the aforementioned works that utilize an RKHS for interpolation and extrapolation (cf. [22-24,31,34,36,37]) assume the affinities between the graph nodes are known, or naturally defined. Furthermore, the previous works obtain a discrete perspective for their models and neither provides a model for the nodal information probability distribution. In this work, we present a continuous domain approach, in which we capture the underlying structure and nodal information by the eigenfunctions of a kernel, and by a parametric model for the nodal distribution. As the structural information is captured in traditional GSP by the adjacency matrix and its eigenvectors, or the Laplacian matrix with its eigenvectors, here however, we capture it by the continuous kernel and its eigenfunctions. In fact, we interpret the graph adjacency matrix with its eigenvectors as the discrete counterpart of a continuous kernel with its eigenfunctions. By utilizing the kernel eigenfunctions together with the graph nodal distribution, we establish the continuous model and corroborate it by performing interpolation and extrapolation of graph signals.

### 1.5. Main contributions

In analogy with digital (discrete) signals and analog (continuous) signals in classical DSP, we adopt the manifold assumption [38-40] and view the graph nodes as samples from a continuous manifold. We assume that these nodes admit a Gaussian Mixture Model (GMM) [41] on the manifold and define a corresponding RKHS with a Gaussian kernel. If the approximation of the manifold with a GMM in the ambient space is poor, we propose to embed the manifold into a latent space. The graph signals are then described as samples of continuous functions
defined on the manifold. Under this model, closed-form expressions of the eigenfunctions of the Gaussian kernel exist (see Section 3). Based on these closed-form expressions, we propose an algorithm for graph signal interpolation and extrapolation and provide some theoretical justifications. We test our algorithm on several problems and demonstrate superior or on-par interpolation and extrapolation results compared to existing baselines. Furthermore, we show that our approach is computationally more efficient and requires shorter run times.

In this work, we focus on the cases where the geometric structure of the data is not immediately apparent, i.e., the graph adjacency matrix is not given nor is it naturally defined. If the geometric structure is readily available, it is possible to incorporate it into the kernel as additional features, either directly in the ambient space or in a latent space. These scenarios were not explored in this study.

We summarize the novelties and contributions as follows.
(C1) We propose a novel continuous model for discrete graph signals when the graph connectivity is not immediately apparent.
(C2) We propose a nodal distribution approximation based on a Gaussian mixture model on a manifold, either in ambient space or in latent space.
(C3) Based on the continuous model and the nodal distribution approximation, we propose a low computational complexity algorithm for both interpolation and extrapolation of graph signals.

We mention a related line of work that utilizes the Kriging approach [42] to extrapolate functions using various methods of Operational Kriging in a Hilbert space [43-45]. While this model resembles ours, in [45], the function to be extrapolated is modeled by a Gaussian random field in a Hilbert space, whereas in our setup, the Bayesian model is for the distribution of the nodes and the graph signal is deterministic.

### 1.6. Outline

The remainder of the paper is organized as follows. In Section 2, we introduce some preliminaries on GSP, the manifold assumption, and RKHS theory. In Section 3, we present our model that we term RKHS over Manifold of Gaussian Mixture (RoMix), where we establish links to the Gaussian kernel and to the manifold of Gaussian mixture. In Section 4, we present the algorithm for graph signal interpolation and extrapolation based on the RoMix model. Section 5 shows the experimental results, and finally, in Section 6, we conclude our work.

## 2. Preliminaries

In this section, we present preliminaries on graphs and graph signals (Section 2.1), the manifold assumption (Section 2.2), and RKHS theory (Section 2.3).

### 2.1. Graphs and graph signals

An undirected ${ }^{1}$ weighted graph $G=(\mathcal{V}, \mathcal{E}, \mathbf{A})$ is specified by its set of nodes (also termed "vertex set") $\mathcal{V}$ of size $|\mathcal{V}|=n$, and its edge set $\mathcal{E}$. Graph-signal is defined as a map $s: V \rightarrow \mathbb{R}$, and it is commonly represented as a vector $s \in \mathbb{R}^{n}$. The graph-adjacency matrix, $\mathbf{A} \in \mathbb{R}^{n \times n}$, depicts the weights on each edge and describes the pairwise relations between the graph vertices. For undirected graphs, A is symmetric. The graph adjacency, alongside its eigenvectors, enables numerous GSP tasks [46-49]. For instance, in [46], the eigenvectors of the adjacency matrix are promoted to define the Graph Fourier Transform (GFT) [1, 2], rather than the eigenvectors of the graph Laplacian (e.g., [1]) and

[^1]in [48], graph signals are filtered by manipulating the spectrum of the graph adjacency. In many applications, the edge weights are not naturally defined. Therefore, the graph adjacency matrix $\mathbf{A}$ is generated from an application-dependent kernel function $K: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$ which captures the pairwise similarities between the nodes [1]. For instance, in a social network, where each node $v_{i}$ represents a user, $K\left(v_{i}, v_{j}\right)$ can return the number of mutual social connections as the weight of the connected edge. In other cases, $v_{i}$ and $v_{j}$ can be associated with some feature vectors $\boldsymbol{v}_{i} \in \mathbb{R}^{d}$, and $\boldsymbol{v}_{j} \in \mathbb{R}^{d}$ while the kernel function is some known positive semi-definite expression $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$. We focus on this latter setup.

For every pair of nodes $v_{i}, v_{j} \in \mathcal{V}$ connected by the edge $(i, j) \in \mathcal{E}$, the ( $i, j$ )-th entry of $\mathbf{A}$ is given by:
$\mathbf{A}_{i, j}=K\left(v_{i}, v_{j}\right)$.
An important interpretation of the adjacency matrix is that it can serve as a graph shift operator. This interpretation allows defining a Fourier transform for graphs via its set of eigenvalues and eigenvectors [46].

The degree matrix is defined by $\mathbf{D}=\operatorname{diag}(\mathbf{A 1})$, where $\mathbf{1} \in \mathbb{R}^{n}$ is the all-ones vector, and $\operatorname{diag}()$ is the operation of constructing a diagonal matrix.

One of the most important matrices in graph theory, and particularly in GSP, is the (graph) Laplacian [3]. There are many utilities for the Laplacian in the literature. Specifically, its eigenvectors and eigenvalues can also be used in the definition of the GFT [1,2], similarly to the graph adjacency's [46]. There are several commonly-used variants of the Laplacian. We focus on the normalized graph Laplacian, which is defined as follows:
$\mathbf{L}=\mathbf{I}-\mathbf{D}^{-1 / 2} \mathbf{A D}^{-1 / 2}$,
where $\mathbf{I}$ is the $n \times n$ identity matrix. The GFT relies on the eigendecomposition of the Laplacian, which is generally computed in $\mathcal{O}\left(n^{3}\right)$. Hence, the ability to calculate the GFT when $n$ is large is computationally demanding. Several approaches were suggested in order to mitigate this shortcoming. For instance, [43] suggests a fast algorithm that approximates the GFT, and [50] presents an exact fast algorithm for bipartite graphs or graphs with symmetries. In Section 5, we utilize our algorithm in order to approximate the eigenvectors of the Laplacian in an efficient manner.

### 2.2. The manifold assumption

Our model, RoMix, relies on the commonly-used manifold assumption [38-40]. This assumption states that real-world data in some high-dimensional ambient space $\mathcal{X}$ lie on, or close to, a low-dimensional manifold $\mathcal{M} \subset \mathcal{X}$. Suppose the ambient space $\mathcal{X}$ is equipped with a probability distribution $P_{\mathcal{X}}$, and the manifold is the support of this probability distribution. Formally,
$\mathcal{M}=\operatorname{supp}\left(P_{\mathcal{X}}\right)=\left\{x \in \mathcal{X} \mid P_{\mathcal{X}}(x) \neq 0\right\} \subset \mathcal{X}$,
$P_{\mathcal{X}}(\mathcal{M})=\int_{\mathcal{M}} p(x) d x=1$,
where $p$ is the probability density, i.e., $d P_{\mathcal{X}}(x)=p(x) d x$. Naturally, the data distribution $P_{\mathcal{X}}$ is unknown and is usually modeled or estimated.

In Section 3 we present the usage of this assumption and our model for the probability distribution $P_{\mathcal{X}}$.

### 2.3. Reproducing kernel Hilbert space

A kernel function is a symmetric, positive semi-definite function defined over a set $\mathcal{X}$, denoted by $K: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$. In our work, $\mathcal{X}$ is the ambient space in which the manifold $\mathcal{M}$ lies. An RKHS is a Hilbert space of functions over $\mathcal{X}$ which is associated with a kernel $K$. We skip the formal definition for RKHS as it is not directly used in our work and present it in Appendix A. Instead, we present an alternative definition
that relies on the fact that every RKHS has a unique kernel and viceversa (see Appendix A). To emphasize the one-to-one correspondence between the kernel function $K$ and its RKHS, we denote the RKHS by $\mathcal{H}_{K}$. The alternative definition we use in our work is derived from the space $\mathcal{L}_{p}^{2}(\mathcal{X})$ and an integral operator that is associated with the kernel $K . \mathcal{L}_{p}^{2}(\mathcal{X})$ is the space of square integrable real functions over $\mathcal{X}$ with respect to the probability measure $P_{\mathcal{X}}$ presented in (3). The inner product in $\mathcal{L}_{p}^{2}(\mathcal{X})$ between $f, g \in \mathcal{L}_{p}^{2}(\mathcal{X})$ is given by $\langle f, g\rangle_{\mathcal{L}_{p}^{2}}=$ $\int_{\mathcal{X}} f(x) g(x) p(x) d x$.

The integral operator $L_{K}: \mathcal{L}_{p}^{2}(\mathcal{X}) \rightarrow \mathcal{L}_{p}^{2}(\mathcal{X})$ is associated to the kernel $K$ and is given by:
$\left(L_{K} f\right)(x)=\int_{\mathcal{X}} K(x, y) f(y) p(y) d y$.
It can be shown that the eigenfunctions of (4) form an orthonormal basis for the RKHS with a discrete spectrum which consists of positive eigenvalues that decay to zero (the spectral theorem, Ch. 3 of [26]). This yields an alternative definition for the RKHS:
$\mathcal{H}_{K}=\left\{f \in \mathcal{L}_{p}^{2}(\mathcal{X}) \mid f=\sum_{m=0}^{\infty} c_{m} \phi_{m}\right.$ with $\left.\left(\frac{c_{m}}{\sqrt{\lambda_{m}}}\right) \in \ell^{2}\right\}$,
where $\left\{\lambda_{m}\right\}_{m=0}^{\infty},\left\{\phi_{m}\right\}_{m=0}^{\infty}$ are the eigenvalues and eigenfunctions, respectively.

Therefore, for any function $f \in \mathcal{H}_{K}$, there exists a unique set of expansion coefficients $\left\{c_{m}\right\}_{m=0}^{\infty} \in \mathbb{R}$ such that:
$f(x)=\sum_{m=0}^{\infty} c_{m} \phi_{m}(x), \quad c_{m}=\left\langle f, \phi_{m}\right\rangle_{\mathcal{L}_{p}^{2}}, \forall x \in \mathcal{X}$.
As a Hilbert space, $\mathcal{H}_{K}$ is endowed with an inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}_{K}}$. Let $f, g \in \mathcal{H}_{K}$ where $f=\sum_{m} c_{m} \phi_{m}$ and $g=\sum_{m} c_{m}^{\prime} \phi_{m}$ with $c_{m}=\left\langle f, \phi_{m}\right\rangle_{\mathcal{L}_{p}^{2}}$ and $c_{m}^{\prime}=\left\langle g, \phi_{m}\right\rangle_{\mathcal{L}_{p}^{2}}$. The inner product and the induced norm are respectively given by:
$\langle f, g\rangle_{\mathcal{H}_{K}}=\sum_{m=0}^{\infty} \frac{c_{m} c_{m}^{\prime}}{\lambda_{m}}$,
$\|f\|_{\mathcal{H}_{K}}=\left(\sum_{m=0}^{\infty} \frac{c_{m}^{2}}{\lambda_{m}}\right)^{1 / 2}$.
Since $\left\{\lambda_{m}\right\}$ are all positive and decay to zero, in order for the induced norm (7) to be convergent, the function expansion coefficients must decay faster than the eigenvalues, i.e., $\left(c_{m} / \sqrt{\lambda_{m}}\right) \in \ell^{2}$. This constraint on the norm (7) can provide a measure of the "smoothness" of a function in the RKHS over its domain.

## 3. Graph-signals as functions in RoMix

In this section, we present our model, RoMix. Consider a graph $G=(\mathcal{V}, \mathcal{E}, \mathbf{A})$ with $n$ nodes, $\mathcal{V}=\left\{v_{i}\right\}_{i=1}^{n}$, as in Section 2.1, with the graph adjacency matrix $\mathbf{A}$ generated from a kernel function $K: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$ as in (1). We assume the following:

Assumption $3.1(\mathcal{V}$ are Samples of $\mathcal{M})$. We adopt the manifold assumption (Section 2.2) and view the set of nodes $\mathcal{V}$ as samples of a continuous manifold $\mathcal{M}$ embedded in an ambient space $\mathcal{X}$, i.e., $\mathcal{V} \subset$ $\mathcal{M} \subset \mathcal{X}$.

Assumption 3.2 (The Kernel Imposes an RKHS Over V). Following Section 2.3, once a kernel is defined, it imposes a unique RKHS. If the graph adjacency matrix is constructed using a kernel function, an underlying implicit RKHS is imposed over the vertex set $\mathcal{V}$ with $K: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$ being its reproducing kernel (Section 2.3). We denote this RKHS by $\mathcal{H}_{K}$.

Following Assumptions 3.1 and 3.2 , we extend the kernel function from the discrete set of nodes, $\mathcal{V}$, to the continuous manifold of nodes, $\mathcal{M}$, i.e., $K: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$. Since the graph was constructed with


Fig. 1. RoMix model illustration. The graph is illustrated by nodes and edges lying in a manifold $\mathcal{M}$ that is embedded in the ambient space $\mathcal{X}$. The blue sticks illustrate the graph signal, which is a sampled version of a continuous function $f \in \mathcal{H}_{K}$.
the kernel $K$, it imposes a unique space of continuous functions with $\mathcal{M}$ being their continuous domain. Therefore, as $\mathcal{V}$ are samples from $\mathcal{M}$, we view a discrete graph-signal $s: \mathcal{V} \rightarrow \mathbb{R}$ as $n$ samples from a continuous function $f: \mathcal{M} \rightarrow \mathbb{R}$ that lives in $\mathcal{H}_{K}$. Fig. 1 shows an illustration for this model.

Furthermore, we can express each function $f \in \mathcal{H}_{K}$ by the eigenbasis of the RKHS, $\left\{\phi_{m}\right\}_{m=0}^{\infty} \in \mathcal{H}_{K}$, as in (5). The graph-signal, being the discrete counterpart of $f$, can therefore be expressed in the same form, while being evaluated on the nodes, namely:
$s(v)=\sum_{m=0}^{\infty} c_{m} \phi_{m}(v), \quad c_{m}=\left\langle f, \phi_{m}\right\rangle_{\mathcal{L}_{p}^{2}}, \quad v \in \mathcal{V}$.
The expansion in (8) implies we can evaluate $f(x)$, the continuous counterpart of $s$, at any point on the manifold $x \in \mathcal{M}$, given the kernel eigenfunctions $\phi_{m}(x)$ and the expansion coefficients $c_{m}$, facilitating both interpolation and extrapolation of the graph signal $s$.

In the remainder of this section, we show how we exploit the existence of closed-form expressions for $\left\{\phi_{m}\right\}$ when $\mathbf{A}$ is generated by the Gaussian kernel. Later, in Section 4, we present an algorithm that finds the proper set of coefficients $\left\{c_{m}\right\}$. We remark that even though we hereafter focus on the Gaussian kernel, any symmetric positive semidefinite function can be employed as the kernel of the RKHS [27]. For instance, the sinc kernel, $K(x, y)=\operatorname{sinc}(x-y)$, also has closedform expressions for its associated eigenfunctions [51] under a uniform distribution, and can thus be utilized instead of the Gaussian kernel under the same approach.

### 3.1. The Gaussian Kernel and its associated eigenfunctions

To generate the adjacency matrix $\mathbf{A}$ we use the popular Gaussian kernel, i.e., for any $v_{i}, v_{j} \in \mathcal{V}$, (1) takes the form:
$\mathbf{A}_{i, j}=K\left(v_{i}, v_{j}\right)=\exp \left(-\frac{\left\|v_{i}-v_{j}\right\|_{\mathcal{X}}^{2}}{2 \omega^{2}}\right)$,
where $\omega \in(0, \infty)$ is the Gaussian width and $\|\cdot\|_{\mathcal{X}}$ is the norm in the ambient space. Taking the broader view, this is just an evaluation of the following kernel function $K: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ over two points in the manifold,
$K(x, y)=\exp \left(-\frac{\|x-y\|_{\mathcal{X}}^{2}}{2 \omega^{2}}\right)$,
with $x=v_{i}$ and $y=v_{j}$.
If the ambient space is $\mathcal{X}=\mathbb{R}^{d}$ and the data distribution $P_{\mathcal{X}}$ (3) follows a Gaussian distribution, the Gaussian kernel eigenfunctions that


Fig. 2. Top eigenvalues and eigenfunctions of the Gaussian kernel integral operator on $\mathcal{X}=\mathbb{R}$ with $p=\mathcal{N}\left(\mu=5, \sigma^{2}=1\right)$. The Gaussian kernel width is set to $\omega=0.3$. (a) Top 20 eigenvalues (11). (b) Top 6 eigenfunctions (12).
span the associated RKHS have closed-form expressions [52,53]. We describe them here for completeness.

First, let us consider the one-dimensional case of $\mathcal{X}=\mathbb{R}$ with $p=\mathcal{N}\left(\mu, \sigma^{2}\right)$ being a Gaussian density with mean $\mu \in \mathbb{R}$ and variance $\sigma^{2}>0$. In this setting, the eigenvalues $\left\{\lambda_{m}\right\}_{m=0}^{\infty}$ and eigenfunctions $\left\{\phi_{m}\right\}_{m=0}^{\infty}$ are given by:

$$
\begin{gather*}
\lambda_{m}=\frac{\sqrt{2}}{(1+\beta+\sqrt{1+2 \beta})^{1 / 2}}\left(\frac{\beta}{(1+\beta+\sqrt{1+2 \beta})}\right)^{m},  \tag{11}\\
\phi_{m}(x)=\frac{(1+2 \beta)^{1 / 8}}{\sqrt{2^{m} m!}} \tag{12}
\end{gather*} \exp ^{m}\left(-\frac{(x-\mu)^{2}}{2 \sigma^{2}} \frac{\sqrt{1+2 \beta}-1}{2}\right),
$$

where $\beta=2 \sigma^{2} / \omega^{2}$ and $H_{m}(x)$ is the $m$ th Hermite polynomial. For illustration, a few of the top eigenvalues and eigenfunctions are shown in Fig. 2.

Now we turn to the extension of (11) and (12) to the $d$-dimensional case, i.e, $\mathcal{X}=\mathbb{R}^{d}$. Let $p$ be a multivariate Gaussian, $\mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ with mean vector $\boldsymbol{\mu} \in \mathbb{R}^{d}$ and covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$. Let $\sum_{i=1}^{d} \sigma_{i}^{2} u_{i} u_{i}^{T}$ be the eigen-decomposition of $\Sigma$. The eigenvalues and eigenfunctions of the Gaussian kernel in $\mathbb{R}^{d}$ are given by a product of $d$ univariate elements, where each element is due to the density $\mathcal{N}\left(\mu_{i}, \sigma_{i}^{2}\right)$ with $\mu_{i}=\left\langle\mu, u_{i}\right\rangle_{\mathbb{R}^{d}}$, i.e.:
$\lambda_{m}=\lambda_{\left[m_{1}, \ldots, m_{d}\right]}=\prod_{i=1}^{d} \lambda_{m_{i}}$,
$\phi_{m}(\boldsymbol{x})=\phi_{\left[m_{1}, \ldots, m_{d}\right]}(\boldsymbol{x})=\prod_{i=1}^{d} \phi_{m_{i}}\left(\left\langle\boldsymbol{x}, \boldsymbol{u}_{i}\right\rangle_{\mathbb{R}^{d}}\right)$,
where $\left[m_{1}, \ldots, m_{d}\right]$ is a multi-index vector with $m_{i}=0,1,2, \ldots$ over all components. The multi-index vectors are sorted according to the magnitude of the eigenvalues (13). For simplicity, we use a uni-index $m=0,1,2, \ldots$ for the sorted multi-index vectors.

It is possible to further extend the closed-form expressions to the setting of $k$ Gaussian mixture components, i.e., $p=\sum_{i=1}^{k} \pi_{i} \mathcal{N}\left(\mu_{i}, \Sigma_{i}\right)$ with some $\left\{\pi_{i}\right\}_{i=1}^{k} \in(0,1)$ such that $\sum_{i=1}^{k} \pi_{i}=1$. As in [53], we propose to utilize the closed-form expressions of (13), (14) and perform a superposition of $k$ individual multivariate components, assuming the components are well separated. See [53] for more details.

### 3.2. Manifold of a Gaussian mixture

In order to utilize the closed-form expressions in (13), (14), $P_{\mathcal{X}}$ in (3) must follow a Gaussian mixture. Since this is not the general case, we propose two approaches.

Approach 3.1 (Approximate $P_{\mathcal{X}}$ as GMM in Ambient Space). When the manifold allows, we approximate $P_{\mathcal{X}}$ directly in the ambient space as a Gaussian mixture. We follow several prior works [54-56] that utilize this approximation using variants of a GMM.

Approach 3.2 (Approximate $P_{\mathcal{Z}}$ as GMM in Latent Space). When the approximation in the ambient space with a GMM is poor, we propose to embed the manifold to a latent space $\mathcal{Z}$. The embedding is performed such that the probability measure in the embedded space, $P_{\mathcal{Z}}$, can be well approximated using a GMM. One such embedding algorithm is Variational Autoencoder (VAE) [57] in which the latent space distribution follows a GMM by construction. This distribution allows us to exploit the closed-form expressions in the latent space.

As in various other works in the GSP domain which employ a kernelbased method for interpolation and extrapolation, (e.g., [22-24,31, $34,36,37]$ ), the underlying geometric structure of the data, i.e., the structural information, is captured by the kernel. In the proposed method, the eigenfunctions of the kernel play the same role and capture this geometry. In either Approach 3.1 or Approach 3.2, the GMM parameters (i.e., the means, the covariance matrices, and the component proportions) are estimated from the nodal information using the Expectation Maximization (EM) algorithm [41]. Then, the estimated parameters are fed into the closed-form expressions of the eigenfunctions (14). As the connectivity is captured by the kernel, it is also captured by its eigenfunctions. This can be seen algebraically from Mercer's theorem [58]:
$K(x, y)=\sum_{m=0}^{\infty} \lambda_{m} \phi_{m}(x) \phi_{m}(y)$.
We further emphasize that the kernel operator $L_{K}$ in (4) and therefore its eigenbasis depend on the distribution parameters, and for the same kernel function $K$, different sets of eigenbasis will result from different sets of estimated parameters. An extensive analysis of the effect of the data density on kernel methods is done in [59].

By applying either of the two approaches, we obtain closed-form expressions for the eigenfunctions at any point on the manifold. Combining it with the expansion in (8) allows us to present graph signal interpolation and extrapolation in the following Section 4. For illustration, we conclude this section with two examples demonstrating the two approaches.

### 3.2.1. Example for Approach 3.1: Modeling the swiss roll with a GMM in ambient space

We present a simple illustration of a case where the manifold allows approximating $P_{\mathcal{X}}$ in the ambient space as a Gaussian mixture. The Swiss roll is a 2D manifold, $\mathcal{M}$, embedded in $\mathcal{X}=\mathbb{R}^{3}$.


 component, centered around the corresponding component mean.

 decoding. (c) 50 random draws from obtained GMM in latent space after VAE decoding.

The Swiss roll is parameterized by $(\theta, t)$, with $h$ being a constant, such that:
$\left(x_{1}, x_{2}, x_{3}\right)=(\theta \cos \theta, \theta \sin \theta, h t)$.
We generate $n=1000$ samples of $(\theta, t)$ pairs such that $\theta$ is sampled uniformly on the arclength of a spiral, and $t$ is sampled uniformly in $[0,1]$. We set $h=20$. We then estimate a GMM using the Expectation Maximization (EM) algorithm [41] with $k=20$ components. We plot the original dataset and the retrieved parameters in Fig. 3.

### 3.2.2. Example for Approach 3.2: Modeling MNIST with a GMM in a latent space

We now present an illustration for the case where we embed data into a latent space, $\mathcal{Z}$, and estimate a GMM in the latent space. We train a VAE on the MNIST dataset [60] with a latent space dimension of $d=20$. Fig. 4(a) shows 50 samples from the MNIST dataset. Once the VAE training is done, we randomly sample $n=24,000$ images from MNIST and apply the trained VAE encoder to retrieve the corresponding representations in the latent space. Then, we estimate a GMM on the retrieved representations with $k=10$ components. To visualize the GMM fit on the data in the latent space, we present the 10 mean vectors, one for each component, after applying the trained VAE decoder for visualization in Fig. 4(b). We observe that the obtained means assume the shapes of the digits. This implies that the GMM in the latent space retrieved reasonable parameters. After obtaining the GMM parameters, we generate 50 new points from the estimated GMM and run them through the decoder to visualize the results. Fig. 4(c) shows the generated images, which indeed resemble images from MNIST.

## 4. Graph-signals interpolation and extrapolation using RoMix

In this section, we present an algorithm for graph signal interpolation and extrapolation based on our model RoMix (Section 3). Consider a graph-signal $s_{\ell}$, whose values are known only on a subset of $\ell$ labeled nodes $\mathcal{V}_{\ell} \subset \mathcal{V}, \ell<n$. The task of graph-signal interpolation is to
determine the graph-signal values on the remaining $n-\ell$ nodes, denoted $\mathcal{V}_{\ell}^{c}$, based on $s_{\ell}$, while the task of graph-signal extrapolation is to determine the values on any unseen node added to the graph, which was not in the original set $\mathcal{V}$.

To interpolate $s_{\ell}: \mathcal{V}_{\ell} \rightarrow \mathbb{R}$ to $s: \mathcal{V} \rightarrow \mathbb{R}$ and extrapolate $s: \mathcal{V} \rightarrow \mathbb{R}$ to $f: \mathcal{M} \rightarrow \mathbb{R}$, we model $f$ as a function in the RKHS as in (5) and require the following: First, we require consistency by minimizing the mean squared error between $f\left(v_{i}\right)$ and $s_{\ell}\left(v_{i}\right)$. Second, we impose regularity by penalizing the RKHS norm (7) of $f$ over the manifold, with some parameter $\gamma>0$. Penalizing high norm values imposes a "smoother" function in the RKHS over its domain (see Section 2.3).

The two requirements lead to the following optimization problem:
$f=\arg \min _{\tilde{f} \in \mathcal{H}_{K}} \sum_{i=1}^{\ell}\left(\tilde{f}\left(v_{i}\right)-s_{\ell}\left(v_{i}\right)\right)^{2}+\gamma\|\tilde{f}\|_{\mathcal{H}_{K}}^{2}$.

### 4.1. From infinite to finite set of coefficients

Finding $f \in \mathcal{H}_{K}$ is equivalent to finding the (possibly infinite number of) representation coefficients $\left\{c_{m}\right\}$ in the expansion (5). However, finding infinitely many coefficients is unnecessary. By penalizing high norm values in (16), the higher order eigenfunctions are de-emphasized in the expansion (Section 2.3). Therefore, rather than taking infinitely many terms, we approximate $f$ by the $M$ principal eigenfunctions corresponding to the largest $M$ eigenvalues of the kernel operator, i.e.:
$f(x)=\sum_{m=0}^{\infty} c_{m} \phi_{m}(x) \approx f_{M}(x)=\sum_{m=0}^{M-1} c_{m} \phi_{m}(x)$.
The selection of $M$ can be performed via cross-validation. This restriction to an $M$ dimensional subspace can be interpreted in several ways. First, from the GSP perspective, it is possible to relate the eigenvalues of the graph adjacency matrix to the notion of frequencies [46]. This notion remains valid while extending the set $\mathcal{V}$ to the entire manifold $\mathcal{M}$; as the index $m$ increases, the eigenfunctions of the
kernel operator become less "smooth" over the manifold. Therefore, from a frequency-domain perspective, setting the coefficients $c_{m}$ for $m \geq M$ to zero can be considered as low-pass filtering that imposes a smooth function over the manifold. Another interpretation is that by restricting the eigen-expansion to depend only on a small subset of eigenfunctions, we follow Occam's Razor principle, roughly stating that "the simplest solution is most likely the right one". In fact, by restricting the expansion only to depend on the top $M$ eigenfunctions, we look for a simpler solution that does not scale up with the number of data points, and we solve the problem in a well-posed fashion. Following (17), the RKHS norm (7) can also be approximated using the first $M$ terms:
$\|f\|_{\mathcal{H}_{K}}^{2}=\sum_{m=0}^{\infty} \frac{c_{m}^{2}}{\lambda_{m}} \approx \sum_{m=0}^{M-1} \frac{c_{m}^{2}}{\lambda_{m}}=\boldsymbol{c}^{T} \boldsymbol{\Lambda}_{M}^{-1} \boldsymbol{c}$,
where $\boldsymbol{c}_{m}=c_{m}$ and $\boldsymbol{\Lambda}_{M} \in \mathbb{R}^{M \times M}$ is a diagonal matrix with $\left(\boldsymbol{\Lambda}_{M}\right)_{m, m}=$ $\lambda_{m}$.

In Section 3.2, we proposed two approaches. In the first (Approach 3.1), we approximate $P_{\mathcal{X}}$ with a GMM in the ambient space $\mathcal{X}=\mathbb{R}^{d}$. In the second (Approach 3.2), we embed the manifold in a latent space $\mathcal{Z}=\mathbb{R}^{d}$ and then approximate $P_{\mathcal{Z}}$ with a GMM in the latent space. Either way, we consider the embedding of the nodes in $\mathbb{R}^{d}$. Let the vector $\boldsymbol{v}_{i} \in \mathbb{R}^{d}$ represent the embedding of node $v_{i}$. We define the nodes embedding coordinates matrix $\mathbf{V}_{\ell}=\left[\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell}\right]^{T} \in \mathbb{R}^{\ell \times d}$, the graph signal represented by a vector $\boldsymbol{s}_{\ell}=\left[s\left(\boldsymbol{v}_{1}\right), \ldots, s\left(\boldsymbol{v}_{\ell}\right)\right]^{T} \in$ $\mathbb{R}^{\ell}$, and the eigenfunctions matrix evaluated at $\mathbf{V}_{\ell}$ by $\boldsymbol{\Phi}_{M}\left(\mathbf{V}_{\ell}\right)=$ $\left[\boldsymbol{\phi}_{0}\left(\mathbf{V}_{\ell}\right), \ldots, \boldsymbol{\phi}_{M-1}\left(\mathbf{V}_{\ell}\right)\right] \in \mathbb{R}^{\ell \times M}$ with $\boldsymbol{\phi}_{m}\left(\mathbf{V}_{\ell}\right)=\left[\phi_{m}\left(\boldsymbol{v}_{1}\right), \ldots, \phi_{m}\left(\boldsymbol{v}_{\ell}\right)\right]^{T} \in$ $\mathbb{R}^{\ell}$ following (14) for $m \in\{0, \ldots, M-1\}$. Substituting (17) and (18) into (16) leads to the following finite dimensional optimization problem:
$\boldsymbol{c}=\arg \min _{\tilde{c} \in \mathbb{R}^{M}}\left\|\boldsymbol{\Phi}_{M} \tilde{c}-s_{e}\right\|_{\mathbb{R}^{M}}^{2}+\gamma \tilde{\boldsymbol{c}}^{T} \boldsymbol{\Lambda}_{M}^{-1} \tilde{c}$,
whose solution is given by
$\boldsymbol{c}=\left(\boldsymbol{\Phi}_{M}^{T} \boldsymbol{\Phi}_{M}+\gamma \boldsymbol{\Lambda}_{M}^{-1}\right)^{-1} \boldsymbol{\Phi}_{M}^{T} \boldsymbol{s}_{\ell}$.
Note that $\left\{\lambda_{m}\right\}_{m=0}^{M-1}$ are strictly positive and bounded away from zero. Therefore the diagonal matrix $\Lambda_{M}$ is invertible.

### 4.2. The proposed interpolation and extrapolation algorithm

Following the above, we now present the interpolation and extrapolation algorithm using RoMix in Algorithm 1.

### 4.3. Parameters selection

Algorithm 1 has four parameters: $k$, the number of GMM components, $\omega$, the Gaussian kernel width, $M$, the number of eigenfunctions, and $\gamma$, the RKHS norm penalty term. The four parameters can be determined by cross-validation, as they are application-specific. However, there exist methods to select some of the parameters analytically. The number of GMM components can be selected by minimizing the Akaike information criterion (AIC) or the Bayesian information criterion (BIC) [41]. The selection of the Gaussian kernel width parameter, $\omega$, is greatly studied in the literature. For instance, in [61], it is selected according to $\varepsilon=2 \omega^{2}$, which is determined by the expression
$\varepsilon=\frac{1}{n} \sum_{i=1}^{n} \min _{j: \boldsymbol{v}_{i} \neq \boldsymbol{v}_{j}}\left\|\boldsymbol{v}_{i}-\boldsymbol{v}_{j}\right\|_{\mathbb{R}^{d}}^{2}$.
Another approach is using
$\varepsilon=\max _{i=1, \ldots, n} \min _{j: \boldsymbol{v}_{i} \neq \boldsymbol{v}_{j}}\left\|\boldsymbol{v}_{i}-\boldsymbol{v}_{j}\right\|_{\mathbb{R}^{d}}^{2}$.
With regards to the number of eigenfunctions $M$, we note that [9] obtains the number of eigenvectors of the graph Laplacian in an analytical procedure. In order to obtain a similar analytical procedure for selecting $M$ in our context, further work is required, which is beyond the scope of this paper.

Algorithm 1 Interpolation and Extrapolation Using RoMix

## Parameters:

$k$ : Number of GMM components.
$M$ : Number of eigenfunctions.
$\omega$ : Gaussian kernel width.
$\gamma$ : RKHS norm penalty term.
Input:
$\mathbf{V} \in \mathbb{R}^{n \times d}$ : Given nodes embedding matrix.
$s_{\ell} \in \mathbb{R}^{\ell}:$ Graph signal on $\mathcal{V}_{\ell} \subset \mathcal{V}$.
Output:
$f_{M}: \mathcal{M} \rightarrow \mathbb{R}$ : The interpolating and extrapolating function.

## Procedure:

1: Model the data distribution $P_{\mathcal{X}}$ (or $P_{\mathcal{Z}}$ ) supported by the manifold $\mathcal{M} \subset \mathcal{X}($ or $\mathcal{Z}$ ) as a GMM (using the Expectation Maximization algorithm [41]) given the nodes coordinates matrix $\mathbf{V}$ :
$\left[\left\{\mu_{i}\right\}_{i=1}^{k},\left\{\Sigma_{i}\right\}_{i=1}^{k}, \pi\right]=\operatorname{GMM}(\mathbf{V}, k)$
where $\mu_{i} \in \mathbb{R}^{d}, \Sigma_{i} \in \mathbb{R}^{d \times d}, \boldsymbol{\pi} \in \mathbb{R}^{k}$ are the means vectors, the covariance matrices and the proportions of the components, respectively.
2: With the GMM outputs $\left[\boldsymbol{\mu}, \boldsymbol{\Sigma}, \boldsymbol{\pi}\right.$ ], calculate the matrix $\boldsymbol{\Phi}_{M}$ containing the first $M$ analytic eigenfunctions (14) of the kernel operator (4) at the nodes $\mathbf{V}_{\ell}$ :
$\boldsymbol{\Phi}_{M}\left(\mathbf{V}_{\ell}\right)=\left[\begin{array}{ccc}\mid & & \mid \\ \boldsymbol{\phi}_{0}\left(\mathbf{V}_{\ell}\right) & \cdots & \boldsymbol{\phi}_{M-1}\left(\mathbf{V}_{\ell}\right) \\ \mid & & \mid\end{array}\right] \in \mathbb{R}^{\ell \times M}$
3: Find $c$ using eq. (20).
4: For every missing graph signal value at node $x \in \mathcal{V}$ and for any new node $x \in \mathcal{M}$ :

$$
f_{M}(x)=\sum_{m=0}^{M-1} c_{m} \phi_{m}(x)
$$

### 4.4. Computational complexity analysis

We now turn to analyze the computational complexity of Algorithm 1. In the case of Approach 3.1, there is no need to perform a pre-processing embedding step of the $n$ points. In the case of Approach 3.2 we apply a pre-processing step and embed the $n$ points into a latent space before running Algorithm 1. Since this optional preprocessing step depends on the application at hand, its computational complexity varies. For instance, we analyze a simple implementation of VAE as the pre-processing step for the case of images of size $d \times d$ in Appendix B. In that case, the computational complexity of training a VAE before applying Algorithm 1 can be bounded by $\mathcal{O}\left(t b d^{2}\right)$ where $t$ is the number of training epochs and $b$ is the batch size. We note that in some cases a pre-trained VAE might exist or can be easily obtained by fine-tuning an already-trained VAE from a similar domain. Hence, the computational complexity of training a VAE might be avoided.

In the first step of Algorithm 1, we compute the GMM parameters using the EM algorithm [41]. In each iteration, the E step costs $\mathcal{O}(n k d+$ $n k$ ) and the M step costs $\mathcal{O}(n k d)$ (see, e.g., [62]). In the typical case where the number of EM iterations is much smaller than the order of $n$, we have a total computational complexity $\mathcal{O}(n k d)$. In the second step, we evaluate the $M$ eigenfunctions at the $\ell$ nodes and therefore this step has a computational complexity of $\mathcal{O}(M \ell)$. In the third step, we compute the coefficients (20) and invert an $M \times M$ matrix which is generally $\mathcal{O}\left(M^{3}\right)$. In the last step we compute the $M$ eigenfunctions in $\mathcal{O}(M)$. Summing all steps results in the computational complexity for interpolation:
$T=\mathcal{O}\left(n k d+M \ell+M^{3}+M\right)=\mathcal{O}\left(n k d+M \ell+M^{3}\right)$.

 interpolation. (c) Eigenfunctions $q \in\{0,1,2,3, Q-1\}$ extrapolation.

Typically, the number of GMM components is selected such that $k \ll n$. For the case of $d \ll n$, we have
$T=\mathcal{O}\left(n+M \ell+M^{3}\right)$.
The last step in Algorithm 1 is used both for interpolation and extrapolation and its computational complexity is $\mathcal{O}(M)$. Therefore, the total computational complexity is
$T=\mathcal{O}\left(n+M \ell+M^{3}\right)$.

## 5. Experimental results

In this section, we showcase the performance of the RoMix algorithm (Algorithm 1) in several experiments and compare it to other baseline algorithms. In each experiment, we are given a vertex set of $n$ nodes, $\mathcal{V}$, and a graph-signal $s_{\ell} \in \mathbb{R}^{\ell}$ with given values over $\ell<n$ nodes. We attempt to interpolate from $s_{\ell}$ to the ground-truth graph-signal, $s \in \mathbb{R}^{n}$, which is defined over the set $\mathcal{V}$, and further extrapolate to $\tilde{\boldsymbol{s}} \in \mathbb{R}^{N}$, the ground-truth graph-signal defined over an extended set of $N>n$ nodes. The set of $N-n$ nodes, alongside their nodal information, edge weights, and graph signal values are not revealed to any of the algorithms and are used only for evaluation of the extrapolation accuracy. The origin of the ground-truth graph signals is described in each of the following experiments.

Each experiment is composed of $R$ Monte-Carlo iterations. In each iteration $r \in\{1, \ldots, R\}$, we are given a different set $\mathcal{V}_{\ell}$ from which Algorithm 1 and the competing algorithms attempt to interpolate and extrapolate. In each iteration $r$ and for each algorithm algo, we measure the accuracy between the ground truth graph-signal $s$ and the specific algorithm resultant graph-signal, $s_{r}^{\text {algo }}$. The accuracy metric is then defined by:
$\operatorname{Acc}\left(s^{\text {algo }}, s\right)=100\left(1-\frac{1}{R} \sum_{r=1}^{R} \frac{\left\|s_{r}^{\text {algo }}-s\right\|}{\|s\|}\right)$,
where the norm $\|\cdot\|$ in (23) is the Euclidean norm $\left(\mathbb{R}^{n}\right.$ or $\mathbb{R}^{N}$, as needed).

We refer to the published code [63] to reproduce the results presented in this section.

### 5.1. Toy examples: Laplacian eigenfunctions

In this section, we utilize Algorithm 1 in order to approximate the eigenvectors of the normalized Laplacian (2) in $\mathcal{X}=\mathbb{R}^{d}$ on the $d$ dimensional hyperrectangle being the manifold $\mathcal{M}=\left[0, L_{1}\right] \times \cdots \times$ [ $0, L_{d}$ ]. In this case, the eigenfunctions and eigenvalues of the continuous Laplace-Beltrami operator on the manifold $\mathcal{M}$ have closed-form expressions of the form [64]:
$\lambda_{q}=\lambda_{\left[q_{1}, \ldots, q_{d}\right]}=\sum_{i=1}^{d}\left(\frac{q_{i} \pi}{L_{i}}\right)^{2}$,
$\psi_{q}(\boldsymbol{x})=\psi_{\left[q_{1}, \ldots, q_{d}\right]}\left(x_{1}, \ldots, x_{d}\right)=\prod_{i=1}^{d} \cos \left(\frac{q_{i} \pi x_{i}}{L_{i}}\right)$,
where $\left[q_{1}, \ldots, q_{d}\right]$ is a multi-index vector with $q_{i}=0,1,2, \ldots$ over all components. The multi-index vectors are sorted according to the magnitude of the eigenvalues (24). For simplicity, we use a uni-index $q=0,1,2, \ldots$ for the sorted multi-index vectors.

When the normalized graph Laplacian (2) is constructed using an adjacency matrix generated from the Gaussian kernel (10), the graph Laplacian eigenvectors and eigenvalues converge to (24) and (25), respectively, as $n \longrightarrow \infty$ and $\omega \longrightarrow 0$ (e.g. [40] and reference therein). This allows us to verify our algorithm in a controlled fashion by comparing the resulting estimations of Algorithm 1 with the closedform expressions in (25). We note that the general task of learning the graph Laplacian from data is covered in the literature (e.g. [12,13]). In the general case, the entire graph structure, i.e., the graph Laplacian or its eigendecomposition, is learned from data. However, in our context, we recast a particular case of graph Laplacian eigenvectors estimation as graph signal interpolation and extrapolation tasks to validate Algorithm 1 results against ground-truth expressions.

In each example, we run the following $R=10$ Monte-Carlo trials: we uniformly sample $n$ points from $\mathcal{M}$, which form the set $\mathcal{V}$, and randomly


Fig. 6. Toy example 2: Laplacian eigenfunctions interpolation and extrapolation results with a uniform sample of the 2D grid. (a) Accuracy (23). (b) Eigenfunctions $q \in\{1,7,13, Q-1\}$ interpolation. (c) Eigenfunctions $q \in\{1,7,13, Q-1\}$ extrapolation.
sample $\ell<n$ points from $\mathcal{V}$ which form the set $\mathcal{V}_{\ell}$. We then evaluate the top $Q$ Laplacian eigenfunctions of the Laplacian, in $\mathcal{V}_{\ell}$, using (25) as the graph signals we wish to interpolate and extrapolate.

For $q \in\{0, \ldots, Q-1\}$, we denote the $q$ th ground-truth interpolated graph-signal (eigenfunction) by $\psi_{q} \in \mathbb{R}^{n}$ and the ground-truth extrapolated graph-signal (eigenfunction) by $\tilde{\boldsymbol{\Psi}}_{q} \in \mathbb{R}^{N}$.

The parameters for Algorithm 1 in each example are presented in Table 1. We remark that in all simulations, we chose the number of Gaussian kernel eigenfunctions, $M$, in Algorithm 1 to be $M>Q$. In fact, if $Q$ increases up to $n$, it is always possible to respectively increase $M$ due to the infinite number of the Gaussian kernel eigenfunctions, which have closed-form expressions.

### 5.1.1. Example 1: Uniform samples over a $1 D$ grid

In this example we set $\mathcal{X}=\mathbb{R}$ and $\mathcal{M}=[0, L]$ where $L=1$. The number of points is set to $\ell=500, n=1000$ and $N=3000$, i.e., we have $n-\ell=500$ missing values, and $N-n=2000$ newly introduced nodes for the extrapolation. In this case, the eigenfunctions in (25) have the form:
$\psi_{q}(x)=\cos (q \pi x)$.
We present the interpolation and extrapolation for eigenfunctions $q \in\{0,1,2,3, Q-1\}$ of the normalized Laplacian in Figs. 5(b) and 5(c), respectively. In Fig. 5(a) we present the accuracy (23) results. Note that the obtained accuracy always exceeds $99.7 \pm 0.05 \%$ for all $q=0, \ldots, Q-1$.

### 5.1.2. Example 2: Uniform samples over a $2 D$ grid

In this example, we set $\mathcal{X}=\mathbb{R}^{2}$ and $\mathcal{M}=\left[0, L_{1}\right] \times\left[0, L_{2}\right]$. The values for $L_{1}$ and $L_{2}$ are chosen such that $\mathcal{M}$ is later transformed to a Swiss roll (see (15)) in the following Example 3. Therefore, we select $L_{1}=S(4 \pi) \approx 80$ where $S(\theta)$ is the arclength given in the following Eq. (28) and $L_{2}=20$. The number of points is set to $\ell=1500$, $n=2000$ and $N=5000$, i.e., we have $n-\ell=500$ missing values, and $N-n=3000$ newly introduced nodes for extrapolation. In this case, the eigenfunctions in (25) are given by:
$\psi_{q}(\boldsymbol{x})=\psi_{\left[q_{1}, q_{2}\right]}\left(x_{1}, x_{2}\right)=\cos \left(\frac{q_{1} \pi x_{1}}{L_{1}}\right) \cos \left(\frac{q_{2} \pi x_{2}}{L_{2}}\right)$.
Similarly to Example 1, we present the results in Fig. 6, demonstrating the high accuracy obtained by our algorithm in the two-dimensional case as well.

### 5.1.3. Example 3: Uniform samples over a Swiss roll

In this example, we demonstrate our algorithm on the Swiss roll (see (15)). Same as in Example 2, we have two uniformly distributed random variables, $(t, \theta)$, where $\theta \in[0,4 \pi]$ is uniformly sampled along the arclength $S(\theta) \in\left[0, L_{1}\right]$ and $t$ is uniformly sampled in $\left[0, L_{2}\right]$. The arclength is given by
$S(\theta)=\frac{1}{2}\left(\theta \sqrt{1+\theta^{2}}+\log \left(\theta+\sqrt{1+\theta^{2}}\right)\right)$.

 $q \in\{1,7,13, Q-1\}$ interpolation. (c) Eigenfunctions $q \in\{1,7,13, Q-1\}$ extrapolation.

Table 1
Toy examples Algorithm 1 parameters.

| Parameter | 1D Uniform | 2D Uniform | 3D Swiss roll |
| :--- | :--- | :--- | :--- |
| $\omega$, Kernel width | $2 \sqrt{L / n}$ | $\sqrt{5 / 2}$ | $\sqrt{5 / 2}$ |
| $k$, \# GMM comp. | 1 | 20 | 20 |
| $M$, \# eigs. | 50 | 50 | 50 |
| $\gamma,\\|\cdot\\|_{H_{K}}$ penalty | $1 e^{-5}$ | $1 e^{-5}$ | $1 e^{-5}$ |

We present the results in Fig. 7 and observe similar trends as in Example 2. We note that we use the same number of points $n, \ell, N$ and the same parameters in Algorithm 1 as in Example 2.

### 5.2. Toy example: Two-Moons semi-supervised classification

In this section, we utilize Algorithm 1 for a semi-supervised classification task of the Two-Moons dataset. The Two-Moons dataset is a 2D manifold embedded in $\mathbb{R}^{2}$ denoted by $\mathcal{M}$. The parameterization of the upper and lower moons is given, respectively, by
$\boldsymbol{x}=\left(x_{1}, x_{2}\right)=(\cos (\pi t), \sin (\pi t))+\boldsymbol{\eta}_{1}$,
$\boldsymbol{x}=\left(x_{1}, x_{2}\right)=(1-\cos (\pi t),-\sin (\pi t))+\eta_{2}$,
where $t$ is a parameter in the range $[0,1]$ and $\eta_{i}$ are i.i.d according to $\mathcal{N}\left(\mathbf{0}, \sigma_{\eta}^{2} \boldsymbol{I}\right)$. We generate $n=200$ samples from (29), divided equally between the two moons and present them in Fig. 8(a). We then run the first step of Algorithm 1, i.e., the GMM approximation step, with $k=8$ components and present the result in Fig. 8(b).


 GMM.

The semi-supervised classification task aims to classify a set of $n$ points given a small subset of $\ell \ll n$ labeled points. In this Two-Moons dataset, there are two labels; all points in the upper moon are given the label $y=+1$, and all points in the lower moon are given the label $y=-1$. This classification task can be recast as a graph signal interpolation problem by defining the set of $n$ points as the vertex set $\mathcal{V}$ with $\boldsymbol{v}_{i}=x_{i}$ and the set of labeled points as the set $\mathcal{V}_{\ell}$. The graph signal can then be used as a classifier between the two classes by taking its $\operatorname{sign}$, i.e., $y_{i}=\operatorname{sign}\left(s\left(\boldsymbol{v}_{i}\right)\right)$. Points not part of the original dataset should also be classified correctly. This classification can be recast as a graph signal extrapolation problem.

A common regularizer applied to various GSP tasks is the manifold regularization [38], given by $\boldsymbol{s}^{T} \mathbf{L} \boldsymbol{s}=\boldsymbol{c}^{T} \boldsymbol{\Phi}_{M}^{T} \mathbf{L} \boldsymbol{\Phi}_{M} \boldsymbol{c}$. We apply this regularizer to (19) which yields
$\boldsymbol{c}=\arg \min _{\tilde{\boldsymbol{c}} \in \mathbb{R}^{M}}\left\|\boldsymbol{\Phi}_{M} \tilde{\boldsymbol{c}}-\boldsymbol{s}_{\ell}\right\|_{\mathbb{R}^{M}}^{2}+\gamma_{A} \tilde{\boldsymbol{c}}^{T} \boldsymbol{\Lambda}_{M}^{-1} \tilde{\boldsymbol{c}}+\gamma_{I} \tilde{\boldsymbol{c}}^{T} \boldsymbol{\Phi}_{M}^{T} \mathbf{L} \boldsymbol{\Phi}_{M} \tilde{\boldsymbol{c}}$,
where $\gamma_{A}$ is the ambient penalty term and $\gamma_{I}$ is the intrinsic penalty term. A discussion on these penalty terms can be found in [38]. The solution for (30) is given by
$\boldsymbol{c}=\left(\boldsymbol{\Phi}_{M}^{T} \boldsymbol{\Phi}_{M}+\gamma_{A} \boldsymbol{\Lambda}_{M}^{-1}+\gamma_{I} \boldsymbol{\Phi}_{M}^{T} \mathbf{L} \boldsymbol{\Phi}_{M}\right)^{-1} \boldsymbol{\Phi}_{M}^{T} \boldsymbol{s}_{\ell}$.
We note that adding the additional manifold regularization term does not affect the computational complexity of Algorithm 1 as the matrix to be inverted is still $M \times M$.

In this example, we run the following $R=10$ Monte-Carlo trials: we randomly sample $n=200$ points from $\mathcal{M}$ given by (29) with $\sigma_{\eta}=0.1$, which forms the set $\mathcal{V}$. We randomly sample only $\ell=2$ points from $\mathcal{V}$, one from each class, which forms the set $\mathcal{V}_{\ell}$. Furthermore, we sample a test set of $N-n=200$ points to evaluate the extrapolation performance. We show the resultant graph signal in Fig. 9(a) as a continuous function over $\mathcal{M}$, and the classifier with its decision boundary in Fig. 9(b). We get $100 \%$ classification accuracy in all trials for both the interpolation and extrapolation results.

### 5.3. Real world examples

In this section, we demonstrate Algorithm 1 on two real-world datasets and compare the performance to four baseline methods described in the following Section 5.3 .1 and summarized in Table 2.

### 5.3.1. Baseline methods

The first baseline method is the Representer Theorem (abbreviated Rep. Thm.) [29] applied in an RKHS. The representer theorem is used for graph signal interpolation, for instance, in [22,23]. In this method,
the interpolating and extrapolating functions are given, respectively, by
$\boldsymbol{s}^{\text {Rep.Thm. }}=\mathbf{K} \boldsymbol{\alpha}=\mathbf{K}(\mathbf{J K}+\gamma \mathbf{I})^{-1} \boldsymbol{s}_{\ell}$,
$\tilde{S}^{\text {Rep.Thm. }}(x)=\sum_{i=1}^{n} \alpha_{i} K\left(v_{i}, x\right)$.
where $\overline{\boldsymbol{s}}_{\ell}=\left[\mathbf{s}_{\ell}^{T}, \mathbf{0}_{n-\ell}^{T}\right]^{T}, \mathbf{J}=\operatorname{diag}\left(\mathbf{1}_{\ell}, \mathbf{0}_{n-\ell}\right)$ with $\mathbf{0}_{k}$ being a $k$-zeros vector, $\mathbf{1}_{k}$ being a $k$-ones vector, $\mathbf{K}_{i, j}=K\left(v_{i}, v_{j}\right)$ and $\gamma>0$ is some penalty term. The computational complexity of the interpolation is $\mathcal{O}\left(n^{3}\right)$ due to the $n \times n$ matrix inversion. The computational complexity of the extrapolation is $\mathcal{O}(n)$ due to the $n$ evaluations $\left\{K\left(v_{i}, x\right)\right\}_{i=1}^{n}$. We remark that the representer theorem can be related to our expansion (8) using Mercer's Theorem [58]. However, our expansion does not scale up with the number of data points $n$.

The second baseline method is Variational Splines interpolation in Paley-Wiener space (abbreviated VSPW) [21]. We use the MATLAB function gsp_interpolate() provided in the toolbox GSPBox [65]. It implements an interpolation method based on Pesenson's model [21] and described in [20]. In this method, the graph signal is assumed to be smooth over the graph $G$ (i.e., it is a function in a Paley-Wiener space of the graph $G$ with some frequency $\omega$ ), and the interpolating graph signal, referred to as a variational spline, is given by
$\boldsymbol{s}^{\text {VSPW }}=\boldsymbol{\Phi}_{n \times \ell} \boldsymbol{\alpha}=\boldsymbol{\Phi}_{n \times \ell} \boldsymbol{\Phi}_{\ell \times \ell}^{-1} \boldsymbol{s}_{\ell}$,
where $\boldsymbol{\Phi}_{n \times \ell} \in \mathbb{R}^{n \times \ell}$ are Green's functions of the regularized Laplacian, $\overline{\mathbf{L}}=\mathbf{L}+\varepsilon \mathbf{I}$ with some $\varepsilon>0$, and $\boldsymbol{\Phi}_{\ell \times \ell} \in \mathbb{R}^{\ell \times \ell}$ contains only the rows from $\boldsymbol{\Phi}_{n \times \ell}$ which correspond to $\mathcal{V}_{\ell}$. The computational complexity of the interpolation is $\mathcal{O}\left(n^{3}\right)$ due to the inevitable eigendecomposition of the normalized Laplacian while computing $\boldsymbol{\Phi}_{n \times \ell}$. We remark that this method does not support an extrapolation procedure and therefore needs to be run from scratch if a new node is added to the graph. As an aside, rather than taking Green's functions in (34), [9] takes the regularized Laplacian eigenvectors associated with its lowest eigenvalues.

The third baseline method is the Nyström method (abbreviated Nys) [19], which is used, for instance, in [16]. The Nyström method allows to numerically approximate the eigenfunctions of a kernel integral operator (4) [67]. In particular, it allows to extrapolate the eigenvectors of the $n \times n$ kernel matrix $\mathbf{K}_{i, j}=K\left(v_{i}, v_{j}\right)$ :
$\phi_{m}(x)=\frac{1}{\lambda_{m}} \sum_{i=1}^{n} \phi_{m}\left(v_{i}\right) K\left(v_{i}, x\right)$.
where $\left\{\lambda_{m}, \phi_{m}\right\}$ are the eigenvalues and eigenvectors of $\mathbf{K}$. Assuming the graph signal can be approximated using the top $M$ eigenfunctions


Fig. 9. Two-Moons RoMix continuous graph signal and classifier. Red diamond: first labeled point with label $y=+1$. Green dot: second labeled point with label $y=-1$. (a) Colored surface: Two-Moons RoMix continuous graph signal, $f_{M}\left(x_{1}, x_{2}\right)$. Blue dots: graph signal values of the interpolated $n=200$ points. Purple diamonds: graph signal values of the extrapolated $N-n=200$ points. (b) Two-Moons RoMix decision boundary where $f_{M}\left(x_{1}, x_{2}\right)=0$. All points in the orange region will have the label $y=+1$ and all points in the white region will have the label $y=-1$. Blue dots: $n=200$ given points. Purple diamonds: $N-n=200$ extrapolation points.

Table 2
Baseline methods.

| Method | Description | Comments |
| :---: | :---: | :---: |
| Representer <br> Theorem [29] | $\begin{aligned} & \boldsymbol{s}^{\text {Rep.Thm. }}=\mathbf{K} \boldsymbol{\alpha}=\mathbf{K}(\mathbf{J K}+\gamma \mathbf{I})^{-1} \boldsymbol{s}_{\ell} \\ & \tilde{s}^{\text {Rep.Thm. }}(x)=\sum_{i=1}^{n} \alpha_{i} K\left(v_{i}, x\right) \end{aligned}$ | - Used in $[22,23]$ <br> - $\mathbf{K}_{i, j}=K\left(v_{i}, v_{j}\right)$ <br> - $\mathbf{J}=\operatorname{diag}\left(\mathbf{1}_{\ell}, \mathbf{0}_{n-\ell}\right)$ <br> - Interp. complexity: $\mathcal{O}\left(n^{3}\right)$ <br> - Extrap. complexity: $\mathcal{O}(n)$ |
| Variational Splines and Paley-Wiener Spaces [21] | $\boldsymbol{s}^{\mathrm{VSPW}}=\boldsymbol{\Phi}_{n \times \ell} \boldsymbol{\alpha}=\boldsymbol{\Phi}_{n \times \ell} \boldsymbol{\Phi}_{\ell \times \ell}^{-1} \boldsymbol{s}_{\ell}$ | - gsp_interpolate() from GSPBox [65] <br> - $\overline{\mathbf{L}}=\mathbf{L}+\varepsilon \mathbf{I}$ <br> - $\Phi_{n \times \ell}$ are Green's functions of $\overline{\mathbf{L}}$ at $\mathcal{V}$ <br> - $\boldsymbol{\Phi}_{\ell \times \ell}$ are $\boldsymbol{\Phi}_{n \times \ell}$ at $\mathcal{V}_{\ell}$ <br> - Interp. complexity: $\mathcal{O}\left(n^{3}\right)$ |
| Nyström method [19] | $\begin{aligned} \boldsymbol{s}^{\mathrm{Nys}}= & \boldsymbol{\Phi}_{n \times M} \boldsymbol{c}=\boldsymbol{\Phi}_{n \times M} \boldsymbol{\Phi}_{\ell \times M}^{\dagger} \boldsymbol{s}_{\ell} \\ \tilde{s}^{\mathrm{Nys}}(x) & =\sum_{m=1}^{M} c_{m} \boldsymbol{\phi}_{m}(x) \\ & =\sum_{m=1}^{M} \frac{c_{m}}{\lambda_{m}} \sum_{i=1}^{n} \phi_{m}\left(v_{i}\right) K\left(v_{i}, x\right) \end{aligned}$ | - Used in [16] <br> - $\mathbf{K}=\boldsymbol{\Phi} \boldsymbol{\Lambda} \boldsymbol{\Phi}^{T}$ <br> - Interp. complexity: $\mathcal{O}\left(M^{2} \ell\right)$ <br> - Extrap. complexity: $\mathcal{O}(n M)$ |
| Weighted k-nearest neighbors [66] | For the vertex $v$ : <br> 1. $\left[u_{1}, \ldots, u_{k}, d_{1}, \ldots, d_{k}\right]=k-\mathrm{NN}\left(v, \mathcal{V}_{\ell}\right)$ <br> 2. $\forall i \in\{1, \ldots, k\}$ : $a_{i}=1 / d_{i}, \quad w_{i}=a_{i} / \sum_{j=1}^{k} a_{j}$ <br> 3. $s^{\mathbf{w - k N N}}(v)=\sum_{i=1}^{k} w_{i} s\left(u_{i}\right)$ | - Interp. complexity: $\mathcal{O}\left((n-\ell) \log _{2}(n-\ell)\right)$ |

of $K$, the interpolating and extrapolating functions using Nyström's method are given, respectively, by
$\boldsymbol{s}^{\mathrm{Nys}}=\boldsymbol{\Phi}_{n \times M} \boldsymbol{c}=\boldsymbol{\Phi}_{n \times M} \boldsymbol{\Phi}_{\ell \times M}^{\dagger} \boldsymbol{s}_{\ell}$,
$\tilde{s}^{\mathbf{N y s}}(x)=\sum_{m=1}^{M} c_{m} \phi_{m}(x)=\sum_{m=1}^{M} \frac{c_{m}}{\lambda_{m}} \sum_{i=1}^{n} \phi_{m}\left(v_{i}\right) K\left(v_{i}, x\right)$,
where $\boldsymbol{\Phi}_{n \times M} \in \mathbb{R}^{n \times M}$ are the top $M$ eigenvectors of $\mathbf{K}$ at $\mathcal{V}, \boldsymbol{\Phi}_{\ell \times M}$ is the eigenvectors matrix $\boldsymbol{\Phi}_{n \times M}$ at the given $\mathcal{V}_{\ell}$ and $\dagger$ denotes the pseudo-inverse. The computational complexity of the interpolation is $\mathcal{O}\left(M^{2} \ell\right)$ due to the $\ell \times M$ matrix pseudo-inversion. The computational complexity of the extrapolation is $\mathcal{O}(n M)$ due to the $M$ evaluations of $\left\{c_{m} \phi_{m}(x)\right\}_{m=1}^{M}$ and $n$ evaluations according to (35).

The fourth baseline method is the weighted $k$ Nearest Neighbors (abbreviated $w-k N N$ ) [66]. In this method, for a node $v$ (either for interpolation, i.e., $v \in \mathcal{V}_{\ell}^{c}$, or for extrapolation, i.e., $v \in \mathcal{M} \backslash \mathcal{V}$ ) the following steps are performed. (1) Search for the $k$ nearest neighbors in terms of Euclidean distance. The $k$ closest neighboring vertices to $v$ are denoted $u_{1}, \ldots, u_{k}$ with distances $d_{1}, \ldots, d_{k}$. (2) Calculate the $k$ weights using the affinities defined by $a_{i}=1 / d_{i}$, having $w_{i}=a_{i} / \sum_{j=1}^{k} a_{j}$. (3)

The interpolating graph signal is given by
$s^{\mathbf{w}-\mathbf{k N N}}(v)=\sum_{i=1}^{k} w_{i} s\left(u_{i}\right)$
The computational complexity of the interpolation is $\mathcal{\mathcal { O }}\left((n-\ell) \log _{2}(n-\right.$ $\ell)$ ) due to the use of MATLAB's knnsearch () which implements [68]. We remark that this method's interpolation and extrapolation processes are the same.

All four baseline methods utilize the graph structure, either through its adjacency matrix or its Laplacian, in order to infer the missing graph signal values. The Rep. Thm. method [29], the Nyström method [19], and w-kNN [66] leverage the graph adjacency matrix, which captures the connectivity of the nodes. The Rep. Thm. method and the Nyström method use a kernel function to generate the adjacency matrix, while $\mathrm{w}-\mathrm{kNN}$ uses a $k$ nearest neighbors adjacency matrix. On the other hand, VSPW [21] captures the graph structure using the graph Laplacian obtained from its Green functions.

### 5.3.2. Handwritten digits classification

We examine the classification accuracy of handwritten digits from the $28 \times 28=784$-dimensional MNIST dataset [60] using Algorithm 1 and the baseline methods (see Table 2). We present 50 random samples

 each method ( $N$ images). (c) Interpolation time of each method.

Table 3
MNIST: Algorithm 1 parameters.

| Parameter | Value |
| :--- | :--- |
| Kernel width | $\omega=2.28$ |
| \# GMM comp. | $k=10$ |
| \# eigs. | $M=1000$ |
| $\\|\cdot\\|_{\mathcal{H}_{K}}$ penalty | $\gamma=0.1$ |

from the dataset in Fig. 4(a). We begin by building the latent space, $\mathcal{Z}$, in which we test all the algorithms. We train a VAE with a latent space of dimension $d=20$ using the 60,000 training images from the dataset. In each experiment, we select a varying number of labeled images $\ell$ from which all methods perform the interpolation/extrapolation. We run $R=5$ Monte-Carlo iterations in each experiment. In each iteration, we perform the following procedure. We randomly select a set of $N=34,000$ images and their corresponding labels $\left\{y_{i}\right\}_{i=1}^{N}$ out of the 70,000 images of MNIST. From that set, we randomly select $n=24,000$ ( $n<N$ ) images. We keep the remaining $N-n=10,000$ labels to evaluate the extrapolation performance. We view the corresponding latent representations denoted by $\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{n}$ as the inputs of each of the tested methods and construct the input matrix $\mathbf{V} \in \mathbb{R}^{n \times d}$. From the $n$ latent representations, we randomly select the labeled subset $\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{\ell}$ with the corresponding labels $\left\{y_{i}\right\}_{i=1}^{\ell}$. We keep the remaining $n-\ell$ labels to evaluate the interpolation performance. We then construct 10 indicator vectors $\left\{\boldsymbol{s}_{\ell}^{c}\right\}_{c=0}^{9}$ from the labels $\left\{y_{i}\right\}_{i=1}^{\ell}$, one for each digit, that act as 10 graph signals. For the digit $c \in\{0, \ldots, 9\}, s_{\ell}^{c}(i)=1$ if $y_{i}=c$ and $s_{\ell}^{c}(i)=0$ if $y_{i} \neq c$. We present the parameters chosen for Algorithm 1 in Table 3. We show the obtained accuracy results and corresponding interpolation run times in Fig. 10. We can observe that our method, RoMix, achieves the best accuracy along with the Representer theorem. However, our approach requires much lower run times.

We now discuss the impact of applying the VAE pre-processing step. We conduct an ablation test where we run the same experiment described previously in this section using the same parameters in Table 3, without the VAE pre-processing step. We present the results in Fig. 11. We observe the following implications. The Rep. Thm. method accuracy and computation complexity were not significantly impacted. The accuracy of the Nyström method was improved but its computational complexity degraded. The accuracy of w-kNN was improved, but the computation complexity was significantly impaired.

The VSPW method accuracy degraded, and its computation complexity was not significantly impacted. The accuracy of our method, RoMix, was not significantly impacted, while the computational complexity was significantly reduced. This corroborates the benefit of the VAE pre-processing step for Algorithm 1 (RoMix).

### 5.3.3. Bulgaria beacons

We now test our algorithm in an application to a sensor network. Given a Digital Elevation Model (DEM) of a certain terrain in Bulgaria [69], we wish to estimate a received Radio Frequency (RF) signal power in the entire terrain based on a small number of sensors measuring the received signal power at their positions. We present the DEM in Fig. 12(a). The terrain size is one by one degree in longitude and latitude (approximately 110 [km] on each axis). The topography of the terrain greatly affects the propagation of the RF signals. We begin by generating the ground-truth graph signal as the measurements of the sensor network by simulating the propagation using the commercial software EDX ${ }^{\circledR}$ SignalPro ${ }^{\circledR}$.

To this end, we place two transmitters ( $\mathrm{TX}_{1}$ and $\mathrm{TX}_{2}$ ) on the DEM at random locations (designated by blue diamonds in Fig. 12(a)), and generate measurements of their received powers on every point of the DEM. We follow the same configuration introduced in [70]. Specifically, we use the Anderson-2D for the path-loss model and include ground reflections and Fresnel zones in the computation. We set the transmitters to be omnidirectional, hand-held, at 2 [m] height with a transmission frequency of $f=150$ [MHz]. The transmitters' power is $0[\mathrm{dBm}]$, and the processing bandwidth is assumed to be $100[\mathrm{~Hz}]$. We assume the thermal noise density is $-174[\mathrm{dBm} / \mathrm{Hz}]$, such that the noise floor is at -154 [dBm]. We present the simulated received signal power at each point of the DEM in Fig. 12(b). To avoid long simulation times, we sample the DEM along each axis and form a grid of $N=100 \times 100$ nodes. The sampling intervals are approximately $1.1[\mathrm{~km}]$. We then define $\tilde{s} \in \mathbb{R}^{N}$, the ground-truth graph signal, by sampling the simulated received signal power at the closest points on the sampled grid. $\tilde{s}$ will be used to evaluate the extrapolation performance and is presented in Fig. 12(c). From $\tilde{\boldsymbol{s}}$ we randomly sample $n$ points and form the ground-truth graph signal $s \in \mathbb{R}^{n}$ which will be used to evaluate the interpolation performance. We present it in Fig. 12(d).

In order to construct a graph, we extract four features for each point on the grid of $N$ nodes, having a latent space $\mathcal{Z}$. The first feature is the

 accuracy (23) of each method ( $N$ images). (c) Interpolation time of each method.


 Ground-truth graph signal for interpolation.


Fig. 13. Bulgaria beacons: manifold of Gaussian mixture demonstration. The first two principal components of PCA. (a) Given $n$ points. (b) Points generated from learned GMM parameters.


Fig. 14. Bulgaria beacons: interpolated graph signals on $n$ points sampled from the grid of $N$ nodes. Taken from the first iteration in the first experiment with $\ell=25$ sensors. Blue diamonds: two transmitters. Green circles: $\ell=25$ sensors. (a) RoMix. (b) Representer Theorem [29]. (c) Nyström method [19]. (d) Variational Spline in Paley-Weiner space [21]. (e) Weighted k-nearest neighbors [66].
position, $p_{i}=\left[x_{i}, y_{i}, z_{i}\right]^{T}$. The second feature is the Free-Space PathLoss (FSPL) from each of the two transmitters to $p_{i}$, i.e., for $j=1,2$ : $\operatorname{FSPL}\left(\boldsymbol{p}_{i}, \boldsymbol{p}_{\mathrm{TX}_{j}}\right)=\left(4 \pi\left\|\boldsymbol{p}_{i}-\boldsymbol{p}_{\mathrm{TX}_{j}}\right\|_{\mathbb{R}^{3}} / \lambda\right)^{2}$ where $\lambda=c / f$, and $c$ is the speed of light. The third feature is the indication $\{0,1\}$ of Line of Sight (LoS) existence between each transmitter to the point $i$. The last feature is the $\operatorname{LoS}^{2}$, which counts the number of LoS paths between a transmitter to the point $i$ through any other neighboring point in the grid. Each node $i$ is therefore associated with the $9-d$ feature vector $z_{i} \in \mathcal{Z}$ :
$z_{i}=\left[p_{i}^{T},\left\{\operatorname{FSPL}\left(p_{i}, p_{\mathrm{TX}_{j}}\right)\right\}_{j=1}^{2},\left\{\operatorname{LoS}\left(\boldsymbol{p}_{i}, \boldsymbol{p}_{\mathrm{TX}_{j}}\right)\right\}_{j=1}^{2},\left\{\operatorname{LoS}^{2}\left(\boldsymbol{p}_{i}, \boldsymbol{p}_{\mathrm{TX}_{j}}\right)\right\}_{j=1}^{2}\right]^{T}$.
Finally, for numerical stability, we normalize the features to have an even scale between $[0,1]$. We summarize the features in Table 4.

We visualize the first step of Algorithm 1, the GMM fit, to $n=6000$ randomly sampled points from the grid of the corresponding latent

Table 4
Bulgaria beacons: 9-d latent space representation.
$\left.\left.\begin{array}{lll}\hline \text { Feature } & \text { Expression } & \text { Dimension } \\ \hline \text { Position } & p_{i}=\left[x_{i}, y_{i}, z_{i}\right]^{T} & 3 \\ \text { Free Space Path Loss } & \left(4 \pi\left\|\boldsymbol{p}_{i}-\boldsymbol{p}_{\mathrm{TX}},\right\|_{\mathbb{R}^{3}} / \lambda\right)^{2} & 2 \text { (one for each TX) } \\ \text { Line of Sight indication } & \operatorname{LoS}\left(\boldsymbol{p}_{i}, \boldsymbol{p}_{\mathrm{TX}}^{j}\right.\end{array}\right) \in\{0,1\}\right) 2$ (one for each TX)
representations $\left\{z_{i}\right\}_{i=1}^{n}$. For the visualization, we reduce the dimension of the sampled points to $\mathbb{R}^{2}$ using a Principal Component Analysis (PCA) [71]. The results are presented in Fig. 13(a). We then randomly generate new samples from the learned GMM parameters with $k=8$ components and perform a similar visualization using PCA. The result is


 k-nearest neighbors [66].

 error (39) of each method (entire grid of $N$ points). Black box: focus on the bottom of the figure. (c) Interpolation time of each method (log scale).
presented in Fig. 13(b), where each color represents the most probable component to which the generated point relates. We can observe four point clouds due to the LoS feature with two transmitters, i.e., there are $|\{0,1\}|^{2}=4$ options for LoS existence from two transmitters to each node. We observe that the obtained first two principal components of the generated points resemble the first two principal components of the sampled $n$ points. We note that the $k=8$ components partially overlap when projecting the generated points on the first two principal components. However, we assume the separation in the higher 9-d latent space is better.

To test the performance of Algorithm 1 and the competing methods presented in Table 2, we run four experiments with different values
of $\ell$, the number of sensors spread on the grid of $N$ nodes. In each experiment, we run $R=10$ Monte-Carlo iterations of the following procedure. We randomly sample $n=6000$ points from the latent space of $N=100 \times 100$ feature vectors and arrange them in the input matrix $\mathbf{V} \in \mathbb{R}^{n \times d}$. Then, we randomly select $\ell<n$ nodes for the $\ell$ sensors placements and build the graph signal on the $\ell$ subset of nodes from $\tilde{s} \in$ $\mathbb{R}^{N}$ at the locations of the sensors, having $s_{\ell}$. Algorithm 1 parameters are presented in Table 5. Samples from the first iteration in the first experiment with $\ell=25$ sensors are presented in Fig. 14. The title of each sub-figure states the name of the interpolation method. Similarly, we present in Fig. 15 the extrapolation results on the entire grid. Since the graph signal values are in units of [dBm], we set the metric in this

Table 5
Bulgaria beacons: Algorithm 1 parameters.

| Parameter | Value |
| :--- | :--- |
| Kernel width | $\omega=1.5$ |
| \# GMM comp. | $k=8$ |
| \# eigs. | $M=100$ |
| $\\|\cdot\\|_{\mathcal{H}_{K}}$ penalty | $\gamma=0.3$ |

simulation to be the error in dB per node:
$\operatorname{Err}\left(s^{\text {algo }}, s\right)=\frac{1}{R} \sum_{r=1}^{R} \frac{1}{\sqrt{n}}\| \|_{r}^{\text {slgo }}-s \| \quad[\mathrm{dB} /$ node $]$.
The obtained results in terms of the error metric in (39) and the corresponding interpolation run times are presented in Fig. 16. We observe that the shortest run time and lowest error per node are achieved by Algorithm 1.

## 6. Conclusion

In this work, we propose a continuous domain approach for graph signal interpolation and extrapolation. We present a continuous domain model for graph signals, interpolation and extrapolation algorithm, and several synthetic and real-world test cases for performance evaluation. Our model relies on the typical construction of the graph adjacency matrix using a kernel function. In this case, a unique RKHS of functions is imposed. Therefore, we model a (discrete) graph signal over the (discrete) set of graph nodes as samples of a (continuous) function over a (continuous) manifold in that RKHS. We focus on the popular choice of a Gaussian kernel. This kernel provides us with closed-form expressions for the eigenbasis of the RKHS when the data distribution is Gaussian. Under a Gaussian mixture, the eigenbasis can be approximated using those closed-form expressions. Therefore, we model the manifold of nodes as a Gaussian mixture, either directly in the ambient space or indirectly in an embedded space. We then exploit the closedform eigenbasis expressions in our interpolation and extrapolation efficient algorithm. We compare our algorithm performance to existing methods and show that it achieves on-par or better accuracy while being computationally more efficient and requiring shorter run times.
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## Appendix A. Elaborated reproducing kernel Hilbert space theory

All definitions were taken from [27,28] (based on [25]) with adjustments to our notations and to the field of real numbers, $\mathbb{R}$, rather than the complex numbers, $\mathbb{C}$. Refer to [26] for an excellent discussion and further references for this section.

Definition A. 1 (Reproducing Kernel Hilbert Space (RKHS) (Ch. 1 of [27])). Let $\mathcal{X}$ be a set and denote by $\mathcal{F}(\mathcal{X}, \mathbb{R})$ the set of all functions from $\mathcal{X}$ to $\mathbb{R}$. We will call a subset $\mathcal{H} \subset \mathcal{F}(\mathcal{X}, \mathbb{R})$ a reproducing kernel Hilbert space on $\mathcal{X}$ over $\mathbb{R}$ if:

1. $\mathcal{H}$ is a vector subspace of $\mathcal{F}(\mathcal{X}, \mathbb{R})$.
2. $\mathcal{H}$ is a Hilbert space endowed with an inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$.
3. For every $x \in \mathcal{X}$, the linear evaluation functional $\delta_{x}: \mathcal{H} \rightarrow \mathbb{R}$ defined by $\delta_{x}(f)=f(x)$ is bounded.

Theorem A. 1 (Riesz Representation Theorem (Ch. 2 of [28])). If $L$ is a bounded linear functional on a Hilbert space $\mathcal{H}$, then there exists a unique $g \in \mathcal{H}$ such that for all $f \in \mathcal{H}, L(f)=\langle f, g\rangle_{\mathcal{H}}$.

By applying the Riesz representation theorem on an RKHS $\mathcal{H}$, and since a linear functional on a Hilbert space is bounded if and only if it is continuous, we can say that for every $x \in \mathcal{X}$ there exists a unique function we denote by $k_{x} \in \mathcal{H}$ such that for every $f \in \mathcal{H}$, $f(x)=\delta_{x}(f)=\left\langle f, k_{x}\right\rangle_{\mathcal{H}}$.

Definition A. 2 (Reproducing Kernel (Ch. 1 of [27])). The function $k_{x}$ above is the reproducing kernel for the point $x$. The function $K$ : $\mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ defined by $K(x, y)=k_{y}(x)$ is called the reproducing kernel for $\mathcal{H}$.

A direct corollary of Definition A. 2 is that a reproducing kernel must be a symmetric function since $K(x, y)=k_{y}(x)=\left\langle k_{y}, k_{x}\right\rangle_{\mathcal{H}}=\left\langle k_{x}, k_{y}\right\rangle_{\mathcal{H}}=$ $K(y, x)$ where the third equality is due to working with $\mathbb{R}$.

Definition A. 3 (Kernel Function (Ch. 2 of [27])). Let $\mathcal{X}$ be a set and let $K: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ be a function of two variables. Then $K$ is called a kernel function provided that for every $n$ and for every choice of distinct points $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq \mathcal{X}$ the matrix $\mathbf{K}$ defined by $\mathbf{K}_{i, j}=K\left(x_{i}, x_{j}\right)$ is positive semi-definite matrix. i.e., $\mathbf{x}^{T} \mathbf{K} \mathbf{x} \geq 0$, where $\mathbf{x}=\left[x_{1}, \ldots, x_{n}\right]^{T}$.

It is possible to show (Ch. 2 of [27]) that there is a unique reproducing kernel associated with a given RKHS. Conversely, as the Moore-Aronszajn theorem suggests (Ch. 2 of [27]), given a kernel function (Definition A.3) $K: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ there exists a unique RKHS $\mathcal{H}$ for which $K$ is a reproducing kernel. In order to emphasize this property, we denote the RKHS defined by the kernel $K$ as $\mathcal{H}_{K}$ and its inner product by $\langle\cdot, \cdot\rangle_{\mathcal{H}_{K}}$. In our context, this implies that whenever the affinity of graph nodes is defined by a kernel function $K$ we can associate an RKHS, $\mathcal{H}_{K}$, within which we derive our 'continuousdomain' models. The corresponding RKHS of $K$ has the reproducing property: any function in the space can be expressed in terms of its kernel function, i.e., $f(x)=\left\langle f, k_{x}\right\rangle_{\mathcal{H}_{K}}$.

## A.1. Spectral theorem for the kernel operator

Consider the space of square-integrable real functions over the ambient space $\mathcal{X}$, with respect to the probability measure $P_{\mathcal{\chi}}$. We denote the space by $\mathcal{L}_{p}^{2}(\mathcal{X})$ where $p$ is the probability density, i.e., $d P_{\mathcal{X}}=$ $p(x) d x$, and denote the inner product in $\mathcal{L}_{p}^{2}(\mathcal{X})$ by $\langle\cdot, \cdot\rangle_{\mathcal{L}_{p}^{2}}$. A function $f$ belongs to $\mathcal{L}_{p}^{2}(\mathcal{X})$ if the following holds:
$\int_{\mathcal{X}} f(x)^{2} p(x) d x<\infty$,
and the inner product for $f, g \in \mathcal{L}_{p}^{2}(\mathcal{X})$ is:
$\langle f, g\rangle_{\mathcal{L}_{p}^{2}}=\int_{\mathcal{X}} f(x) g(x) p(x) d x$.

The operator $L_{K}$ (4) is compact (Theorem 2.29 in [72]) and selfadjoint (Ch. 3 of [26]) and therefore satisfies the conditions for the Spectral Theorem (Ch. 2 of [26], Sec. 4.10 of [73]) stating that for every compact, self-adjoint operator on an infinite-dimensional Hilbert space, there exists an orthonormal system of eigenfunctions denoted by $\left\{\phi_{m}\right\}_{m=0}^{\infty}$ corresponding to real, non-negative eigenvalues denoted by $\left\{\lambda_{m}\right\}_{m=0}^{\infty}=0$ that are countable and can be sorted in decreasing order, i.e., $\lambda_{0} \underset{m}{ } \lambda_{1} \geq \cdots \geq 0$. Furthermore, the eigenvalues decay to zero, i.e., $\lambda_{m} \xrightarrow{m \rightarrow \infty} 0$. We, therefore, have the following:
$\left(L_{K} \phi_{m}\right)(x)=\left\langle k_{x}, \phi_{m}\right\rangle_{\mathcal{L}_{p}^{2}}=\lambda_{m} \phi_{m}(x)$.
This allows us to express any function $f \in \mathcal{H}_{K}$ in terms of the kernel operator eigenfunctions. Namely, if $f \in \mathcal{H}_{K}$ there exist expansion coefficients $\left\{c_{m}\right\}_{m=0}^{\infty} \in \mathbb{R}$ such that:
$f(x)=\sum_{m=0}^{\infty} c_{m} \phi_{m}(x), \quad c_{m}=\left\langle f, \phi_{m}\right\rangle_{\mathcal{L}_{p}^{2}}, \forall x \in \mathcal{X}$.
The inner product (A.1) can be therefore expressed in terms of the expansion coefficients. For $f=\sum_{m} c_{m} \phi_{m}, g=\sum_{\ell} c_{t}^{\prime} \phi_{\ell}$ :
$\langle f, g\rangle_{\mathcal{L}_{p}^{2}}=\sum_{m, \ell=0}^{\infty} c_{m} c_{\ell}^{\prime}\left\langle\phi_{m}, \phi_{\ell}\right\rangle_{\mathcal{L}_{p}^{2}}=\sum_{m=0}^{\infty} c_{m} c_{m}^{\prime}$.
This construction of the RKHS is used by Mercer theorem [58], meaning the kernel function can be expressed using the eigenfunctions in (A.2):
$K(x, y)=\sum_{m=0}^{\infty} \lambda_{m} \phi_{m}(x) \phi_{m}(y)$.
For the induced norm (7) to be convergent, the function expansion coefficients must decay faster than the kernel operator eigenvalues, i.e., $\left(\frac{c_{m}}{\sqrt{\lambda_{m}}}\right) \in \ell^{2}$. Intuitively, by interpreting the eigenvalues as frequencies, a function in the RKHS must be "smooth" over its domain.

## Appendix B. Example: VAE computational complexity analysis

Consider a conventional Keras implementation of a convolutional VAE [74]. A forward pass of a convolutional layer for a batch of $b$ inputs where each input dimension is $d_{\mathrm{in}}^{2}$ of $c_{\text {in }}$ channels, a filter of size $f \times f$ and $c_{\text {out }}$ output channels, has a time complexity of $\mathcal{O}\left(b d_{\text {in }}^{2} c_{\text {in }} f^{2} c_{\text {out }}\right)$. A forward pass of a fully connected layer for a batch of $b$ inputs and $w$ weights is $\mathcal{O}\left(b d_{\text {in }}^{2} c_{\text {in }} w\right)$. In the encoder, there are two convolutional layers followed by a fully connected layer, and in the decoder, there is a fully connected layer followed by two convolutional layers. Since the filter size in a convolutional layer is much smaller than the batch size and the input dimensionality, i.e., $f \ll b$, and $f \ll d_{\mathrm{in}}^{2}$, and the fact that the dimensionality in a VAE decreases with each layer, it is possible to bound the overall complexity by $\mathcal{O}\left(b d^{2}\right)$. Since the backward pass is less computationally demanding, the overall training of a VAE can be bounded by $\mathcal{O}\left(t b d^{2}\right)$ where $t$ is the number of epochs.
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